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■ Abstract The geographic context is essential both for environmental research
and for policy-oriented environmental management. Geographic information systems
are as a result increasingly important computing applications in this domain, and
an understanding of the underlying principles of geographic information science is
increasingly essential to sound scientific practice. The review begins by defining terms.
Four major sections follow that discuss advances in GIS analysis and modeling, in the
supply of geographic data for GIS, in software design, and in GIS representation. GIS-
based modeling is constrained in part by architecture, but a number of recent products
show promise, and GIS continues to support modeling through the coupling of software.
The GIS data supply has benefited from a range of new satellite-based sensors and
from developments in ground-based sensor networks. GIS software design is being
revolutionized by two developments in the information technology mainstream: the
trend to component-based software and object-oriented data modeling. Advances in
GIS representation focus largely on time, the third spatial dimension, and uncertainty.
References are provided to the more important and recent literature. The concluding
section identifies three significant and current trends: toward increasing interoperability
of data and services, increasing mobility of information technology, and increasing
capabilities for dynamic simulation.
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1. INTRODUCTION

We normally define the environment to include the surface and near-surface of the
Earth; that is, the biosphere, the upper parts of the lithosphere, and the lower parts
of the atmosphere. Some facts about this domain are universally true at any point in
space and time: examples include general facts about the fluvial processes by which
flowing water modifies landforms or general facts about the behaviors of certain
species. The discovery of such general facts is of course the major focus of much
scientific activity. But other facts are specific in space and often also specific in time.
For example, the elevation of Mount Everest refers specifically to a small point on
the Nepal-Tibet border and undergoes changes through time due to the continued
uplift of the Himalayas (and also to improvements in measurement techniques).
We commonly use the termsgeographicandgeospatialto describe collections of
such facts about specific places in the environment, andspatiotemporalto describe
collections of facts about specific places at specific times (spatial is commonly
defined as a generalization ofgeographicto any space, which may include outer
space or the space of the human body). Geographic facts are in themselves not
as valuable and significant as general facts, but they are essential if general facts
are to be extracted through the study of specific areas or applied in specific areas
to provide the boundary conditions and parameters that are needed in order to
forecast, to evaluate planning options, or to design new structures.

Clearly a high proportion of the data needed for environmental management are
geographic (for the purposes of this review the term will be used synonymously
with geospatial and will include the possibility of temporal variation). Maps and
atlases contain large quantities of geographic data, and geographic data can also
be found scattered through books, journal articles, and many other media. Today,
increasing quantities of geographic data take the form of electronic transactions,
such as the locations telemetered from a collared mammal to a researcher studying
its foraging habits and territorial behavior. Vast amounts of geographic data are
now collected daily by imaging satellites and distributed via the Internet, and
increasing amounts are collected by networks of ground-based sensors and through
field observation.

This review concerns two topics related to geographic data: geographic infor-
mation science (GIScience), which is the research field that studies the general
principles underlying the acquisition, management, processing, analysis, visual-
ization, and storage of geographic data; and geographic information systems (GIS),



19 Sep 2003 21:9 AR AR198-EG28-15.tex AR198-EG28-15.sgm LaTeX2e(2002/01/18)P1: GJB

ENVIRONMENTAL MANAGEMENT GIS 495

which are computer software packages designed to carry out these activities. The
history of GIS began in the 1960s with primitive efforts to use computers to
process geographic data (1), and today a wide variety of packages are available
from major commercial vendors, such as Intergraph (http://www.intergraph.com/),
MapInfo (http://www.mapinfo.com/), and Environmental Systems Research Insti-
tute (ESRI) (http://www.esri.com/), and from academic groups, such as Clark Labs
at Clark University (http://www.clarklabs.org/), developers of IDRISI. Figures 1a
and 1bshow screen shots of a popular GIS in use for analysis of atmospheric ozone
and illustrate some of its major features.

Environmental management has been a prime motivator of developments in
GIS, and a major area of application, throughout its history. The first GIS, the
Canada Geographic Information System, was developed in the mid 1960s in order
to handle the vast amount of mapped information collected by the Canada Land
Inventory and from it to provide data to the Government of Canada on Canada’s
land resource, its utilization, and its management. The first commercially viable
GIS, introduced in the early 1980s, found its initial customers among environmen-
tal management agencies and forestry companies. Environmental management
continues to motivate developments in GIScience and their implementation in
GIS. Geographic data and GIS are of such importance to the environmental disci-
plines that today we tend to think of them as indispensable parts of the research,
teaching, and policy arenas. Abundant examples of GIS use in this context are
available in textbooks, journals, conference proceedings, and on the World Wide
Web (WWW).

The argument for geographic data and GIS, and more generally for taking
a geographic or spatial perspective on the environment, is essentially twofold
(2). First, our understanding of the environment is at least in part derived from
studying it directly, rather than from replicating its behavior in the laboratory
under controlled conditions. We draw inferences from the correlations we observe
between different factors at a location, from the differences we observe when
locations are compared, and from the context in which changes occur. All of these
are supported by studying the environment in spatial and temporal detail. Scientific
knowledge is of course most valuable when it is general, in other words when it is
known to be true everywhere at all times. Thus the process of scientific knowledge
creation is fundamentally a process of abstracting knowledge from space and
time. The second argument for geographic data and GIS occurs when that general
knowledge must be applied in making decisions or in developing policy. In this
phase general knowledge must be recombined with the specifics of a place and
time; general knowledge is expressed in the procedures and models implemented
in the GIS, and the specifics of a location and time are expressed in the geographic
data in the GIS database.

In recent years much interest has developed in the social context of GIS use. In
the early years, when the cost of entry into GIS was much higher, access to it was
largely restricted to large corporations and government agencies. But the steady
fall in hardware and software costs over the past three decades has led to almost
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universal access, and community groups are now frequent users of GIS and rely
on its capabilities to build arguments for and against local developments. The role
of GIS in the decision making process is the focus of the growing research field of
Public Participation GIS (3).

This review begins with an overview of recent literature in GIS applications to
environment and resources, including advances in environmental modeling with
GIS. This is followed in Section 3 by a review of advances in geographic data
sources, which include the advent of several new and exciting passive and active
sensors, growing interest in autonomous ground-based sensor networks, and the
potential offered by mobile GIS functionality in the field. The mechanisms for dis-
seminating the products of these sensors and systems remain fraught with difficulty,
however, that stems from diverse practices in the design of online archives, lack
of interoperability between systems, and the lack of effective search mechanisms
over distributed data sources.

Recent advances in software engineering, which include the trend toward
reusable components, are having profound effects on GIS and are reviewed in
Section 4. It is now possible to combine components from a range of packages
written to compliant standards; this avoids the traditional necessity to couple pack-
ages, a practice common in environmental modeling, when specialized modeling
codes have frequently been coupled with GIS. These innovations offer advantages
in a number of areas, including the design and development of spatial decision
support systems, that is, systems designed to give decision makers the ability to
evaluate decisions and scenarios. However, the infrastructure for sharing methods
and models, expressed in digital form, lags far behind the infrastructure for sharing
data, although arguably methods and models represent a higher form of scientific
knowledge.

The history of GIScience began in the late 1980s as the widespread use of GIS
began to draw attention to the need for a deeper understanding of fundamental
principles and rejuvenated interest in older disciplines, such as cartography, sur-
veying, and navigation (4–6). Recent advances have been made in understanding
the importance of ontology, which is defined as the science of representation or the
study of the things people choose to acquire information about. Ontology domi-
nates the earliest stages of science, when researchers must decide what to describe,
what to measure, and what to record in order to develop an understanding of an
environmental system. Similarly, it dominates the design of GIS databases and
ultimately constrains what one can do with the representation created in such a
database. Ontological choices, or their more practical, everyday expression in the
designs of databases, are thus fundamental to all science and particularly impor-
tant in any science that is supported by information technology. Section 5 of the
review discusses GIS representation, and it reviews recent research on alternative
ontologies and on the potential of new developments in information science to
support the integration of data produced by different researchers and disciplines
into a seamless research environment. It also reviews recent work on uncertainty,
which focuses on issues such as accuracy, and approaches to deal with areas of
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environmental science where definitions are inherently vague. The review ends
with a brief summary of current trends in GIS and GIScience.

2. GIS ANALYSIS AND MODELING

2.1. Types of Geographic Data

In principle, a GIS can be designed to perform any conceivable operation on
any type of geographic data. Like many other computer applications, its success
depends on a fundamental economy of scale: Once the foundation has been built for
managing geographic data, it is possible to extend the list of supported operations
very quickly, at minimal cost. This same economy of scale underlies and explains
the rich functionality of packages such as Excel, which performs a vast array of
operations on data expressed in tables, or Word, which similarly performs almost
any conceivable operation on text. GIS is simply the equivalent for geographic data.

However, this simple model fails in one crucial respect: There are many distinct
types of geographic data. GIScientists distinguish between two fundamentally
different conceptualizations of the geographic world (7–9). In thecontinuous field
view, the surface of the Earth can be described by mapping a set of variables,
each of which is a single-valued function of location, and perhaps time:z = f
(x), wherex denotes location in space and time. Topography, for example, is often
represented by mapping elevation as a function of the two horizontal dimensions
and atmospheric pressure as a function of the three spatial dimensions and time. In
addition to these examples of measurements on interval/ratio scales, the mapped
variable can be nominal or categorical; for example, ownership is a single-valued
function of the two horizontal dimensions, as is land cover class, or county name.
Figure 2 shows topography that would normally be conceptualized as a continuous
field of elevations.

In the second, ordiscrete objectconceptualization, the Earth’s surface is a
space littered with objects. The objects may overlap, and there may be empty
space between them. We often conceive of built environments in this manner, as
spaces littered with buildings, streets, trees, vehicles, and other well-defined and
discrete objects. Discrete objects are countable and readily identified, and those
that are useful tend to be persistent through time. Figure 3 shows an example of
phenomena that would likely be conceptualized as discrete objects: major water
bodies, interstate highways, golf courses, and recreation areas in the Chicago
area.

Both views are common in the environmental sciences, and they frequently
interact. In ecology, for example, one might analyze the behavior of individual
organisms, perhaps regarding distance between individuals as an important causal
factor, which reflects a discrete object view. But at another, coarser scale, one might
attempt to explain variation in the density of individuals in terms of variation in
resources, by looking for correlations between continuous fields: The dependent
variable, density, would be conceptualized as a field, as would the independent
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Figure 2 The mainland portion of Santa Barbara County, California, showing
a continuous field of elevation (thehighest areas are white), with superimposed
streams.

Figure 3 The Chicago area, showing various phenomena conceptualized as
discrete objects: major water bodies, interstate highways, golf courses (point
symbols), and recreation areas (point symbols).
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variables. One might even try to model animal behavior as a discrete object re-
sponding to such continuous fields as habitat suitability or climate. Clearly a GIS
that is intended for environmental applications must support both conceptualiza-
tions.

In practice, discrete objects are represented digitally by points, lines, areas, or
volumes, as appropriate. Rivers might be represented as lines when they act as
corridors or barriers and as areas or volumes when the interest is in the distribution
of organisms within the river; the termpolymorphismis used to describe such mul-
tiple, application-specific representations. Each feature has one or more attributes
that describe its characteristics and one or more coordinates that describe its shape.
The shapes of lines are commonly represented as sequences of points connected
by straight lines, and areas as closed sequences (the termspolylineandpolygon
are used respectively).

Continuous fields present a more difficult representation problem, because in
principle the functionz = f (x) can stand for an infinite amount of information,
if the corresponding value ofz must be independently measured and recorded at
every point. In practice, any field representation must be an approximation for this
reason, and six methods of approximation are commonly used in GIS (discussed
here in the two-dimensional case):

■ REGULARLY SPACEDSAMPLE POINTS Topography is most commonly rep-
resented in this form as adigital elevation model.

■ IRREGULARLYSPACEDSAMPLE POINTS The continuous fields of meteorol-
ogy, e.g., atmospheric temperature, pressure, and precipitation, are sampled
at irregularly spaced measuring stations.

■ RECTANGULAR CELLS The continuous fields captured as remotely sensed
images are represented as arrays of cells; each cell has as attribute the average
spectral response across its extent.

■ IRREGULARPOLYGONS Nominal variables, such as land cover class, are
most commonly represented as collections of nonoverlapping, space-
exhausting areas, each with a single value that is assumed to apply homoge-
neously to its extent.

■ TRIANGULAR MESH Topographic surfaces are sometimes represented as
meshes of irregular triangles (triangulated irregular networksor TINs), each
with uniform slope and with continuity of value across triangle edges.

■ DIGITIZED ISOLINES Topographic surfaces are also sometimes represented
as collections of lines, derived from the contours of the surface.

Of these six, the first two and the last are inherently different from the third,
fourth, and fifth. While the latter three can be queried to obtain the value of the
field at any location, the former three record values only at certain locations: points
in the case of the first two and lines in the case of the last. One might term the
latter set complete representations, and the former set incomplete representations,
for this reason, though note that completeness does not imply perfect accuracy.
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In order to support queries about the values of the field, or to support resampling,
or various forms of visualization, an incomplete representation must be coupled
with a method ofspatial interpolation, defined as the means to estimate the field’s
value at locations where value is not recorded. A substantial number of methods
of spatial interpolation are available (10–12), many of them implemented in GIS.

The representations of both discrete objects and continuous fields fall into two
categories and are often described in these terms. Methods that record coordinates
are termedvector, and they include all of the discrete object representations, plus
the irregularly spaced sample points, irregular polygons, triangular mesh, and digi-
tized isoline representations of fields.Rastermethods, on the other hand, establish
position implicitly through the ordering of the array and include the regularly
spaced sample point and rectangular cell representations of continuous fields. For
this reason, rasters are often loosely associated with continuous fields, and vectors
with discrete objects, but the association is more likely to confuse than to illuminate.

Of the six methods, the last two are restricted to interval/ratio variables for
obvious reasons. The third and fourth are used for both nominal and interval/ratio
variables, although the first two might be used for both but are in practice used for
interval/ratio variables.

These six are in principle not the only methods that might be used to represent
fields, but they are the only methods widely implemented in GIS. In the scientific
community more generally, much use is made offinite-elementmethods (FEM),
which represent fields through polynomial functions over meshes that mix irregular
triangles and quadrilaterals. FEM are commonly used in applications that require
the solution of partial differential equations (PDEs), and there are many such
applications in the Earth sciences, from tidal movements to atmospheric modeling.
Links have often been made between FEM-based modeling software and GIS (13),
but FEM has not been adopted as a basis for field representation in GIS, perhaps
because of its greater mathematical complexity relative, say, to TINs.

Within this overall organization of geographic data it is possible to identify vast
resources that are increasingly available over the Internet from archives, clear-
inghouses, and digital libraries and represent an investment over decades, and in
some cases centuries, that certainly exceeds a trillion dollars worldwide. Most of
this investment has been made by national governments through national mapping
agencies and space agencies. But the commercial sector is growing rapidly, and
geographic-data production is increasingly a function of local government and
even individuals. Developments in the geographic data supply are reviewed in a
subsequent section; the following sections discuss the uses of these data resources
in analysis and modeling.

2.2. Developments in GIS Analysis

The set of possible forms of analysis and manipulation that is possible with GIS
is vast, and much effort has gone into finding useful systems of organization
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that might help users to navigate the possibilities. Any GIS must of course sup-
port basic housekeeping operations, such as copying data sets between storage
devices, transforming coordinates to different map projections, converting paper
maps to digital databases, reformatting for use by other systems, editing, visual-
izing, and other routine functions. But the true power of GIS lies in its ability to
search for patterns and anomalies, to summarize, to compare reality to the pre-
dictions of theories, or to reveal correlations. Tomlin (14) made one of the first
successful efforts to codify analysis, identified four basic classes of operations,
and defined an associated language that he termed cartographic modeling. The
language, which bears some similarities to others defined in image processing
(15), became the basis for command syntax in several GIS packages. But his work
was limited to raster data, and efforts to extend it to vector data have thus far been
unsuccessful.

Many texts on analysis of geographic data have adopted a codification based
on data types. Bailey & Gatrell (16) divide techniques into those appropriate for
sets of points, sets of areas, measures of interactions between objects, and analyses
of continuous surfaces, for example, and similar approaches are used by Haining
(17) and by O’Sullivan & Unwin (18).

Longley et al. (19) recently used a very different approach based on classifying
techniques according to their conceptual frameworks:

■ simple queries, which return results already existing in the database;
■ measurements, which return measures of such properties as distance, length,

area, or shape;
■ transformations, which create new features from existing features;
■ descriptive summaries, which compute summary statistics for entire collec-

tions of features;
■ optimization, which results in designs that achieve user-defined objectives,

such as the search for an optimum location; and
■ hypthesis testing in which statistical methods are used to reason from a sample

to a larger population.

Each of these categories might apply to any type of data, and to both discrete object
and continuous field conceptualizations.

Today, GIS is used in a vast array of application domains, many of them strongly
associated with the environment and with resources. Papers describing research
that has made use of GIS to study problems in the environment and in resources ap-
pear in specialized journals, and several collections of papers have been published
recently as books. GIS applications to environmental health have been described
by Gatrell & Loytonen (20), Cromley & McLafferty (21), Briggs (22), and Lang
(23). Haines-Young et al. (24) and Johnston (25) describe applications in land-
scape ecology. A forthcoming book by Bishop (26) contains solicited chapters
describing the use of GIS in mountain geomorphology.
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2.3. Developments in GIS Modeling

The termmodelingis of course vastly overloaded with many nuances of meaning
in different contexts. In GIS it has three important meanings, two of which are the
focus of this section. First, modeling is used in the context ofdata modeling, or
the process by which structures and templates are created that can be filled with
measurements, observations, and other forms of data. The basics of data modeling
for GIS were covered in a previous section at the conceptual level, and the more
detailed physical levels of data modeling that include discussions of indexes and
coding schemes are beyond the scope of this review.

In its second meaning, modeling refers to the use of GIS transformations and
other procedures to create composite variables that have significance in some aspect
of a GIS application. At a very primitive level the calculation of the Normalized
Difference Vegetation Index (NDVI) (27) in remote sensing is an example of this
kind of modeling; it takes inputs from two bands of a satellite-based sensor and
computes the ratio of the difference to the sum to obtain a useful index of greenness.
NDVI is often computed to show the march of the seasons across the midlatitudes
as vegetation greens in the spring and decays in the fall. The Universal Soil Loss
Equation (USLE) (28) is another example; it combines inputs representing various
factors of importance in determining soil erosion and produces an index that is
a useful estimate of soil loss. While the calculation of NDVI from raster image
data is a straightforward arithmetic task, the calculation of USLE is more likely
to involve the integration of field representations that use more than one of the six
options listed above (perhaps elevation as a regular array of points or soil class as a
collection of polygons) and hence to require a larger set of GIS functions, including
raster-vector conversion. In summary, modeling in this second sense takes inputs
and transforms them into outputs. All inputs and outputs are assumed to be valid
at the same point in time, although the output may be used to estimate changes
through time, as in the case of the USLE. This second meaning of modeling will
be termedstatic modelingin this review.

The third meaning is strictly dynamic and will be termeddynamic modeling.
Dynamic models are iterative; they take a set of initial conditions and apply trans-
formations to obtain a series of predictions at time intervals stretching into the
future. The transformations may be expressed in a number of forms, and this
provides the basis for one system of classification of dynamic models. Some dy-
namic models implement the solution of PDEs to obtain predictions of future
states of the modeled system; such models are particularly applicable in sys-
tems involving the behavior of fluids, such as water, ice, and the atmosphere.
Underground flow through aquifers, for example, is often modeled through the
solution of the Darcy flow equations (29). PDE-based models may be imple-
mented through numerical operations on rasters, termedfinite-differencemeth-
ods, or through numerical operations on finite-element meshes, though as noted
above FEM is normally implemented outside GIS. In both cases the mathemati-
cal expression of the model as a PDE must be approximated in its computational
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implementation through a series of operations on rasters or finite elements. For
example, the mathematical concept of the derivative is implemented in finite-
difference approximations as an arithmetic operation on small raster neighbor-
hoods. In principle, then, PDEs could be implemented using the language of carto-
graphic modeling discussed above, which includes all of the necessary
operations.

In the discrete object domain, mathematical models address the interactions
between objects, in the style of Newton’s Law of Gravitation. Spatial interaction
models attempt to replicate the interactions that exist between social entities, such
as migration flows between states, flows of telephone traffic between cities, or
flows of commuters between neighborhoods (30, 31). Flows are modeled as the
product of factors relating to the origin’s propensity to generate flow, the destina-
tion’s propensity to attract it, and the role of intervening distance as an impediment.
Spatial interaction models have found applications in resource management, in the
modeling of population pressure on recreational resources, and in the analysis of
tourist flows to destinations. Unlike PDEs, such models deal directly with objects
and their digital representations, and they do not require the numerical approxima-
tions that occur when PDEs are transformed into finite-difference or finite-element
models.

Other dynamic models lack the formal mathematical definition of PDEs and
spatial interaction models; instead they define operations directly on digital repre-
sentations. Such models are termedcomputational. Two important classes of com-
putational models arecellular automata(CA) andagent-based models(ABM). In
the former, the behavior of a system is modeled as a series of transition rules con-
cerning the states of cells in a raster. For example, a number of research groups
(32, 33) have developed CA models of urban growth; the models relate the transi-
tion of a cell from agriculture or open space to urban development as a function
of the state of neighboring cells, as well as proximity to transportation, physical
suitability for development, and other variables. ABM attempt to characterize the
behavior of individuals and groups and the impacts of their decisions on their
surroundings. ABM have also been applied to land use transition in rural areas
(34).

Dynamic models that invoke continuous-field conceptualizations, either as in-
puts or outputs, must of necessity be scale dependent, because their predictions
vary with the level of detail of the underlying field representations. Raster-based
computational models give predictions that are specific to the physical dimensions
of the raster. Scale-dependence in vector-based computational models is more dif-
ficult to characterize, however, because the concept of spatial resolution is not
well defined for any of the vector-based field representations (irregular points,
irregular polygons, TINs, and digitized isolines). Thus an important test of any
computational model is its degree of sensitivity to scale change. CA models are
among the most problematic in this sense; their definitions are scale-specific even
though scale affects only the computational implementation of PDEs, not the PDEs
themselves.
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Static models are readily implemented in GIS, and a large number of such
models have been operationalized, often as GIS scripts or extensions to standard
GIS software. The concept of a script or macro, which allows the user to record
and replay a sequence of commands, is common to many computer applications.
In some cases, the recording occurs during the normal use of the software by
user actions that start and stop the recording at appropriate points. In other cases,
the script is written by the user in a language designed for the purpose, tested
and executed later, and possibly shared with others. The popular GIS ArcView,
for example, is supplied by its developer ESRI with a scripting language Avenue
[Version 8 of ArcView replaces the vendor-specific Avenue with the Microsoft
language Visual Basic. For an introduction to Avenue, see (35), and for Visual
Basic, see (36)]. A large number of Avenue scripts have been coded or recorded
and made available for standard environmental and resource applications (see
http://arcscripts.esri.com/).

Dynamic models are much more difficult to implement in GIS scripting lan-
guages. GIS software was designed largely for transforming and analyzing data,
rather than for the rapid iterations needed by dynamic models. Although it is
possible to implement an iterative process, such as a CA model, in Avenue, the
resulting performance is typically very disappointing to the point of being imprac-
tical. Instead, researchers have implemented dynamic models in other ways that
avoid these performance issues. Three approaches are commonly identified; they
are three forms ofcouplingof GIS and dynamic modeling (37).

First, loose couplingis defined as the implementation of dynamic models in
two software packages, one designed purely for the modeling and the other the
GIS. Data pass in both directions between the packages. Inputs often require
reprojection, resampling, editing, and sometimes raster–vector conversion, and
these operations are better performed in the GIS and passed to the dynamic model.
During and after execution of the model, selected results are passed back to the GIS
for display, further analysis, and archiving, again taking advantage of the existence
of these functions in the GIS. This approach requires a degree of compatibility
between the two packages, such that each can read and write the data formats
of the other. When no common formats can be found, it is necessary to add a
third package to do the necessary format conversions. The problem is exacerbated
by the continuing insistence of some GIS vendors that their internal formats be
proprietary.

Close couplingcan be used when both packages are able to read and write the
same formats and avoid the need for file transfer or conversion. Because of the
proprietary nature of some GIS formats, this option is most likely to be available
when using open-source GIS packages or GIS packages for which internal formats
have been published.

Finally, tight couplingoccurs when the dynamic model is written directly in
the scripting language of the GIS. As noted above, this is uncommon because
of the poor performance of many GIS products in these applications. But it is
possible to achieve better performance if the GIS is designed from the start with
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dynamic modeling in mind. PCRaster (http://www.geog.uu.nl/pcraster/) is such a
GIS, developed at the University of Utrecht for modeling dynamic environmental
processes. It supports a scripting language developed by van Deursen (38) and
others (39) that uses simple symbols to refer to entire raster representations; thus
the command A= B + C results in the cell-by-cell addition of two rasters,
rather than the addition of two simple scalar quantities as in most programming
languages. PCRaster has been applied to many physical processes, which range
from erosion and mass wasting to groundwater flow. It is readily adapted to the
CA models of urban growth mentioned above and to many other domains.

Underlying PCRaster is the notion that continuous fields can be manipulated and
transformed through simple symbolic operations. Kemp (40, 41) and Vckovski (42)
have argued that a symbolic representation of a field can be largely independent
of the field’s actual representation; for example, B might represent a raster, a
TIN, or any of the other four field representations. Symbolic manipulation vastly
simplifies the specification of GIS operations, because the addition of a TIN and
a raster is expressed in the same way as the addition of two rasters, irrespective of
the geometric relationship between the TIN triangles and the cells or of whether
the cells in each raster coincide or have the same size. In this perspective, the
operation of overlay, often considered the core operation of GIS analysis (1),
becomes implicit and invisible to the user.

These concepts of coupling have been implemented in many examples of en-
vironmental modeling with GIS. The issues raised by such activities have been
discussed in a series of conferences beginning in 1991 (the International Con-
ference/Workshop on Integrating GIS and Environmental Modeling), in their
published proceedings (43, 44; http://www.ncgia.ucsb.edu/conf/SANTAFE CD-
ROM/main.html) and in other books (45–47). Models have been applied to pro-
cesses in the atmosphere, to ecological systems, and hydrologic systems and to
the couplings that exist between these systems.

Environmental modeling raises a number of important issues; many of them
fall within the domain of GIScience. Scale has already been mentioned because it
is desirable that models be as far as possible invariant under changes of scale. In
practice, modelers attempt to implement models at the scales that are characteristic
of the process of interest. At coarser scales the predictions will be inaccurate, and
at finer scales, the model’s operations will be to some degree redundant. Uncer-
tainty is another fundamental issue. The inputs to any model are representations
and as such cannot capture all of the detail that exists in the real world, so it is im-
portant to understand how uncertainties in inputs propagate through the model to
become confidence limits on outputs, particularly if the model is highly nonlinear.
There has been much interest in modeling uncertainty in geographic data in recent
years, and Heuvelink provides an excellent summary of this work (48) and see
Burrough & McDonnell (49). Uncertainty also exists in the model itself, its struc-
ture, and the values of its parameters, and hence it is common to include sensitivity
analysis in the application of a model. The topic is addressed in greater detail in
Section 5.1.
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3. ADVANCES IN THE DATA SUPPLY

3.1. New Sources of Imagery

The past three decades have seen steady advances in the availability of data from
satellites, and today remote sensing dominates all other sources of data for environ-
mental management. Satellite orbits are independent of national borders; the data
they produce are in principle cheap and readily available. A wide variety of types
of sensors exists today, and the range of options is increasing steadily. Imaging
sensors can also be mounted on aircraft, unmanned autonomous vehicles, and on
the ground. All of these options are currently being pursued as sources of data for
environmental management.

An important distinction should be made at the outset between two different
types of application of imagery.Mappingapplications, and those associated pri-
marily with monitoring and management, make use of imagery to characterize the
Earth’s surface and to detect and map change in such variables as land cover class
or in the positions of boundaries. Mapping applications rely heavily on human in-
terpretation and on automated methods for classification. Imagery is widely used
for this purpose in environmental management.Measurementapplications, on the
other hand, treat images as assemblages of signals that can be transformed into
estimates of useful parameters, such as biomass density, leaf area, or sea surface
temperature. These estimates are then used as input to dynamic models or as mea-
surements of the rate of change of critical earth system parameters. Calculation
of parameters from raw measurements often involves the type of static modeling
discussed in the previous section.

Sensors and the imagery they produce can be characterized in many ways,
and several excellent reviews of Earth imagery and its applications have appeared
recently. Sensors can be passive, relying on the natural radiation that is reflected
or emitted by the Earth’s surface and the atmosphere; or they can be active, using
radiation generated by the sensor itself. In the latter category are radar and laser
sensors. The former have the ability to see through cloud, and interferometric radar
is increasingly used as a source of precise measurements of topographic elevation
(27). The airborne laser systems known as LiDAR are capable of providing even-
higher-precision elevation measurements, to subcentimeter levels, and of acquiring
three-dimensional information on vegetation and structures.

Sensors can also be characterized by their resolutions in the spatial, spectral,
and temporal domains. Spatial resolution determines the level of detail that can
be perceived on the Earth’s surface, and today imagery is available from satel-
lite sensors at submeter resolutions. Spectral resolution determines the amount of
detail that can be extracted about the nature of the Earth’s surface at any point.
Panchromaticimagery integrates radiation into a single measurement, sensors
such as Landsat’s Thematic Mapper integrate parts of the visible and near-infrared
spectrum into several distinct bands, andhyperspectralsensors, such as the Air-
borne Visible/Infra-Red Imaging Spectrometer (AVIRIS), divide the spectrum into
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large numbers of bands (224 in the case of AVIRIS). Finally, temporal resolution
defines the frequency with which a sensor images any part of the Earth’s surface
and is normally expressed in days.

The number of sensors designed for applications in environmental manage-
ment has multiplied dramatically in the past few years. Several new commercial
sensors such as IKONOS and Quickbird have been launched and have pushed the
lower limit of spatial resolution to below 1 m. This has opened new applications
in such areas as the detailed mapping of land cover and high-precision mapping
of infrastructure. Several nations, e.g., India, have recently entered the business of
remote sensing and launched their own satellites for applications in environmental
management. The Earth Observing System (EOS) series of satellites, designed by
NASA for the measurement of parameters that are important in understanding the
global environmental system, include the MODIS sensor on the TERRA platform,
an increasingly popular source of essentially free data for the monitoring of envi-
ronmental change. There is not sufficient space here to provide a complete review,
but for examples, see (27, 47).

3.2. Sensors and Sensor Networks

In addition to sensors mounted on aircraft and satellites, environmental managers
are just beginning to make use of various forms of ground-based sensors. The
Global Positioning System (GPS) allows position on the Earth’s surface to be
measured using devices no larger than a hand calculator, to+/− 10 m or better,
and this has proven a boon to field-workers who need to find their positions and
the positions of their measurements. Although GPS signals are obscured by tall
buildings and heavy tree canopy, their accuracy has been substantially enhanced
in the past few years with the removal of Selective Availability, the protocol that
limited the accuracies obtainable by civilian receivers. Differential GPS, which
works by comparing signals at field locations to those received by fixed receivers
in known positions, allows locations to be determined to 1 m and often less.

Environmental management has benefited from the continuing reduction in size
of many ground-based sensors, particularly of such properties as atmospheric tem-
perature, pressure, and humidity; soil moisture content and pH; cloud cover; and
canopy closure. With miniaturization has come a lowering of cost, improvements
in telemetering, and the potential for installing semipermanent and dense networks
of sensors (50). In the long term, there is interesting speculation about the poten-
tial of digital dust, ultra-miniature and extremely cheap sensors that may one day
allow very dense networks of ground-based environmental sensing.

Sensor networks raise interesting questions of interoperability or the lack of it.
A network of sensors measuring different parameters, manufactured by different
companies to different specifications, must somehow be integrated if it is to be
effective. Two systems are said to be interoperable if their outputs can be integrated
and understood. The Open GIS Consortium (http://www.opengis.org/) is actively
developing specifications for interoperable sensor networks; if these are successful,
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then manufacturers will be able to ensure interoperability through adherence to
common, openly published specifications.

3.3. Archives and Digital Libraries

Our ability to acquire data is now so great that it commonly exceeds our abil-
ity both to distribute it and to make effective use of it. It is said that only a
small fraction of all of the bits collected by remote sensing are ever examined
in any detail, and an even smaller fraction ultimately leads to new science. The
EOS satellites are sending data to Earth at rates on the order of a terabyte a day
(1 terabyte= 1012 bytes, a quantity that would occupy a standard 56 k phone mo-
dem for approximately 4 years), yet few researchers have access to storage devices
with anything approaching that capacity. Dissemination and use of this cornucopia
of data require effective archiving, the ability for users to search across distributed
archives for data of interest, and the tools needed to visualize and analyze the data.
In recent years, an increasing proportion of the total being invested in satellite
remote sensing programs has gone to the development of suitable dissemination
systems.

A dissemination system has several essential components:

■ A collection of archives, each with its own mechanism for search that allows
users who visit the archive to find data sets meeting specific requirements
(visit normally means remotely, via the Internet). Examples of such archives
for geographic data are NASA’s system of Distributed Active Archive Cen-
ters (http://nasadaacs.eos.nasa.gov/); the Federal Geographic Data Commit-
tee’s National Geospatial Data Clearinghouse (http://www.fgdc.gov/); the
Alexandria Digital Library (http://www.alexandria.ucsb.edu/); the Global
Change Master Directory (http://gcmd.gsfc.nasa.gov/); and the EROS Data
Center of the U.S. Geological Survey (http://edc.usgs.gov/).

■ A set of recognized standard formats. Although it is unreasonable to expect
everyone to adopt a single standard for geographic data, it is important that
the number of choices be limited to a few, well-documented options.

■ A standard for description of data sets, that is a standard formetadata. The
Federal Geographic Data Committee’s Content Standard for Digital Geospa-
tial Metadata (CSDGM or the FGDC Standard; http://www.fgdc.gov/) is
widely used, and several other standards are very similar, e.g., ISO 19115.
Metadata are essential for search because they allows users to express needs
in terms that are readily understood by archives.

Ideally, it would be possible for a user to search across any collection of archives
simultaneously, provided each archive was sufficiently interoperable with the oth-
ers. The library community Z39.50 standard supports this by establishing standard
protocols. But the ideal, a search mechanism that works across the entire Internet
to find any data sets that meet specified requirements, remains elusive (51). Un-
fortunately, current search engines, such as Google or Altavista, rely on keywords
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in text and are not effective over the much more specific domain of geographic
data. Progress is being made, however, with the development of software agents
that search over defined domains to recognize and open standard geographic data
formats and to build custom catalogs (see, for example, MapFusion, a product of
Global Geomatics Inc., http://www.globalgeo.com/).

Many geographic data sets are vast, and it is common for users to require only
subsets. A standard Landsat image or scene, for example, covers an area of approx-
imately 185 km on a side, and it is very unlikely that a study area would coincide
exactly with the boundaries of one or more scenes. Downloading more data than are
required can swamp limited bandwidth, especially for users confined to telephone-
line connections. Recently, therefore, standards have been developed that allow
users to request custom areas and require the archive to clip and edgematch data ac-
cordingly. These standards also place appropriate headers or wrappers on returned
data, which allow the receiving system to open and process the data automatically
without user intervention—for example by integrating the data with data from other
archives and possibly by changing projection to the one in use at the client. The
Open GIS Consortium’s Web mapping specification (http://www.opengis.org/) is
one example of this kind of standard and so is the Distributed Oceanographic
Data System (DODS) (http://www.unidata.ucar.edu/packages/dods/), a protocol
developed in the oceanographic community and now widely adopted in the Earth
sciences. For an implementation see the ESRI Geography Network (http://www.
geographynetwork.com/), which integrates fully with the company’s GIS products
and allows users in effect to treat distributed archives as the equivalent of a vastly
enlarged hard drive.

Although much progress has been made in recent years in improving the ability
of researchers and others working in the area of environmental management to
discover and access data, there continue to be serious impediments to this process.
As a result, it is common for the process of discovery and access to occupy sub-
stantial time, because of the need for extensive and lengthy human intervention.
Although technologies similar to DODS, in principle, allow access to remote data
sources at electronic speed, in practice data access and integration can be major
deterrents to research. Some of the remaining problems include:

■ The existence of multiple, incompatible standards that work against interop-
erability. Although standards exist in many domains of science and in many
areas of management, they are often specific to disciplines, organizations,
and projects. The techniques for translation between different standards are
still rudimentary, and the problem is becoming more rather than less severe
as the use of information technology expands and as new technologies are
introduced.

■ The lack of metadata for many datasets. Metadata are expensive and time-
consuming to create, and the benefits are often regarded as too small to justify
the investment.

■ The lack of clear guidelines that would help a researcher in choosing between
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the vast number of possible WWW-based sources of data. Although many
large archives exist and most possess excellent search tools, it is generally
difficult for users to know which archives to search for given types of data
because no overarching organization exists. In the absence of catalogs con-
taining general descriptions of archive contents (or collection-level metadata)
(52), searches must too often rely on personal knowledge, personal contacts,
and time-consuming trial and error.

3.4. Institutional Arrangements

Several trends in recent years have made this situation more rather than less prob-
lematic. Until the 1980s, federal agencies were virtually the only sources of geo-
graphic data. Nearly all imagery and digitized maps originated with the agencies
that could afford the massive investments needed for satellites, sensors, digitizers,
data storage devices, and human interpretation and compilation of data. Today,
however, the situation is dramatically different. Massive reductions by orders of
magnitude in the costs of data collection systems have meant that virtually anyone
can now be a collector and publisher of geographic data. Farmers investing in
precision-agriculture systems now know more about microscale variation of soil
properties than the responsible federal and state agencies; cities can create their
own maps using GPS and imagery at low cost; and other countries and levels of
government are now significant sources of digital geographic data.

Second, the ability of federal agencies to supply the rapidly increasing demand
for geographic data has been severely curtailed by budget reductions and the
inability of agencies to adapt to changing technology and new areas of application.
In response to these and other trends, the National Research Council proposed
the concept of a National Spatial Data Infrastructure (NSDI) (53). In essence,
NSDI proposes to replace a centralized system of data creation and supply with
a decentralized system in which spatially continuous coverage at uniform scale
would be replaced by a patchwork, which varies in scale depending on local needs
and is produced by a variety of local and federal agencies. For NSDI to work,
there would have to be common standards and the technical means to work across
boundaries in spite of scale changes and possible mismatches. Since the original
proposal, much of NSDI has been put in place under the coordination of the FGDC
and mandated by an executive order.

Unfortunately, the unified view promised by NSDI extends only over a subset
of geographic data and addresses only a limited number of national needs. The im-
agery supply from such agencies as NASA marches to a different drummer and is
managed to meet the needs of the earth system science research community, under
the standards established by this community rather than as part of NSDI. Similarly
the ecological community has established its own metadata standard, ecologi-
cal metadata language (EML) (http://knb.ecoinformatics.org/software/eml/), that
spans all types of data of interest to the ecological research community, includ-
ing geographic data. Searches for geographic data of ecological relevance must
therefore use at least two metadata formats: EML and FGDC/CSDGM.



19 Sep 2003 21:9 AR AR198-EG28-15.tex AR198-EG28-15.sgm LaTeX2e(2002/01/18)P1: GJB

ENVIRONMENTAL MANAGEMENT GIS 511

One way to avoid basic incompatibilities between the standards of different
communities with overlapping interests would be to use a lighter form of metadata
that includes only the elements common to all searches. Domain-specific stan-
dards such as EML might be mapped to more general standards for broadly based
searches and used only for relatively precise searches. The Dublin Core metadata
standard (http://dublincore.org/) is an example of such a general-purpose approach
that is easily mapped to the more-specialized and domain-specific standards.

4. ADVANCES IN SOFTWARE

Today, a vast array of software resources exist for environmental management.
They range from core GIS products to spatial decision support systems, image
processing systems, systems for achieving interoperability between data sources,
and systems to support search and discovery of geographic data. Although each
of these software domains is more or less specific to the needs of environmental
management and geographic data, there exist many other types of software that
are regularly used by environmental managers and researchers. Besides the basic
suite of office products, these include statistical packages such as S, SPSS, or
SAS; mathematical packages such as Mathlab; general modeling packages such
as STELLA; and visualization packages such as AVS. In all of these cases, the
software includes at least a rudimentary set of geographic data processing func-
tions.

There is not sufficient space in this review to examine each of these areas
separately; instead, the focus will be on changes that have occurred in software en-
gineering and computing in general in the past few years and their likely impacts on
the field of environmental management. These include component-based software
design, support for schema development, and the effort to integrate WWW-based
services known as theGrid.

4.1. Component-Based Software Design

Traditionally, GIS packages have been constructed as monolithic agglomerations
of code, and some large commercial GISs have reached on the order of 106 lines
of source code (a widely used software industry rule of thumb estimates that a
professional programmer can produce 10 lines of fully debugged code per day;
a large operating system will contain on the order of 107 lines of code). In the
early 1980s, the GIS industry moved quickly to adopt standard relational database
management systems, which obviated the need to write code to manage basic input
and output operations and thus simplified the task somewhat. Standard graphics
packages were also adopted at about this time and again simplified the task of man-
aging display devices. But apart from these innovations, the task of constructing a
GIS remained monolithic until well into the 1990s.

Recently, however, software developers have been able to take advantage of a
new innovation in software engineering known ascomponent-baseddesign. In this
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paradigm, software is constructed as a collection of reusable modules, each de-
signed to perform well-defined and simple tasks. A given application may require
the use of only a small number of these, so the others can be left unloaded. More-
over, component-based design greatly simplifies the task of software management,
because each component can be managed, updated, and replaced independently.
Components from one package can be readily integrated with components from an-
other and make it possible for applications to take advantage of the functions avail-
able in different packages simultaneously. Finally, in principle, it is possible for
customers to purchase only the subset of components that they need, which makes
it much easier for the vendor to customize products for particular niche markets.

Several standards for component-based software development have been estab-
lished, of which perhaps the best-known is Microsoft’s COM standard. Many major
GIS products are now COM-compliant because they were extensively rewritten to
take advantage of the new architecture; in some cases this was the first complete
reengineering since the early 1980s. Ungerer & Goodchild (54) use a simple exam-
ple of GIS analysis to show how the new approach can be used to build applications
that span a popular GIS and a standard office product, Excel, by taking advantage
of the geographic-data-processing power of the former and the table-processing
power of the latter. They use the example of a simple areal interpolation (55), an op-
eration that is conducted on a routine basis when the zones for which demographic
data have been tabulated do not match the zones for which data are required.

The component-based approach is now widely used for GIS development. But
an interesting question remains concerning the dynamic simulation models re-
viewed in Section 2.3. To date, the vast majority of such models have been con-
structed using monolithic approaches, with each model implemented in a separate
and often very large agglomeration of software. The same is generally true of
spatial-decision support systems (SDSS), which have by and large been built in-
dependently, from scratch for every application. There are obvious advantages to
a modular approach that would recombine each model from generic components,
because the cost and time of development of a new model or new SDSS would be
greatly reduced. Densham (56) discusses the concept of a model-base management
system, but to date such a system has proven remarkably difficult to operational-
ize [but see (57)]. The key issue is essentially one of granularity: What are the
atomic pieces of a simulation model? Are they individual lines of code or some-
thing larger? Although these questions have been answered effectively for GIS
analysis by the developers of component-based systems, the equivalent answers
for dynamic modeling have proven much more elusive.

4.2. Schema Development

The relational database management systems that were widely adopted in the
1980s were based on a very simple model of data that could be readily applied to
a very wide range of examples, which include geographic data. In the relational
model (58), all data are assumed to relate to well-defined cases or instances and
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to describe those cases through a well-defined set of characteristics or attributes.
In a GIS example, the cases might represent weather stations, and the attributes
would be the weather measurements taken at each station. Data can be arrayed in a
table with the cases in the rows and the attributes in the columns. The power of the
relational model lies in its ability to manage data in multiple tables that describe
different types of objects and their associated attributes and to link tables together
through common keys. For example, one might record county as an attribute of
each weather station and use this attribute as a common key to link the weather
station data to data available for counties, such as agricultural production statistics.
It is not uncommon for advanced GIS applications to involve tens or even hundreds
of tables, each describing a different class of features on the Earth’s surface.

The relational model dominated GIS thinking in the 1980s and most of the
1990s, and standard database management products such as Oracle, INFO, or In-
formix were widely used to manage data on a full range of GIS applications. But
a sharp change occurred in the late 1990s that was driven in large part by two fun-
damental deficiencies of the relational model. First, since the earliest adoption of
the model, it had been necessary to separate the tabular information about features
and their attributes from the geometric information about feature form, because
the latter could not be handled simply within the relational model. This led to an
awkward hybrid structure (hence, for example, the dual name ARC/INFO for the
leading ESRI GIS; see http://www.esri.com/) and meant that software developers
could capitalize only partially on the benefits of database management. Second,
the relational model had no way of representing the hierarchical relationships that
exist between many types of geographic features. For example, there are hierar-
chical relationships between counties and states and between individual streams
and watersheds.

In the late 1990s, the GIS industry began to shift to anobject-orientedapproach
to data. Three principles underlie the approach. First, all objects are instances of
more general classes, a principle that also underlies the relational model. Second,
classes can have hierarchical relationships to more general classes and can share
their properties. For example, the class cat could be regarded as a subclass of
mammal; some of the characteristics of cats are also characteristic of all mammals,
but others are specific to cats. This leads to a hierarchical approach to data in which
subclasses inherit some of their properties from more general classes. At the top
of the inheritance hierarchy are the types of features that are common to all GIS
applications: points, lines, and areas.

Third, the object-oriented approach allows methods to be encapsulated with the
classes of objects to which they apply. Common methods include the editing rules
that are applied whenever the digital representations of features are modified or
created; for example, all areas must have closed boundaries, or isolines must not
cross each other.

The shift to object-oriented modeling has meant that GIS users can now take
advantage of the many excellent tools that exist to support database design and de-
velopment. These include Unified Modeling Language (UML) (59) and drawing
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packages, such as Microsoft Visio, that allow database designs to be laid out
graphically and then automatically converted into collections of tables with ap-
propriate links (60). One of the earliest areas of environmental management to
take advantage of these capabilities has been hydrology. Maidment & Djokic
(61) describe a comprehensive schema for hydrologic data that is readily incorpo-
rated into an object-oriented GIS. A number of similar schemas have now been de-
veloped through the efforts of different application communities (http://arconline.
esri.com/datamodels.cfm).

4.3. The Grid

In recent years there has been much research and development effort devoted to a
seamless, integrated approach to computing. Now that the vast majority of com-
puters are connected through the Internet, it is argued, the opportunity exists to
create a new kind of computing environment, acyberinfrastructure, that will allow
researchers and managers to work together in a more integrated way. Instead of
needing to collect and integrate all data and software tools relevant to a particular
project in the researcher’s office computer, it would be possible in this new envi-
ronment for researchers to access distributed data resources and distributed tools
and to make use of them as if they were local.

Some of the tools needed to achieve this kind of integration were discussed
above in the section on data access. Another type of support is under development
in the form of services or processing capabilities that sites make available to remote
users in much the same way that sites make data available to remote users. An
example of such a service is agazetteer service, which is defined as a remote capa-
bility to transform place-names into coordinates. Rather than having to provide this
function locally through one’s own GIS, as in the past, it is now possible to use the
Alexandria Digital Library’s gazetteer service (http://www.alexandria.ucsb.edu/)
to do this remotely by sending a simple message to the service and receiving the
results in return. Such services operate using protocols that allow the service to
be fully automated and therefore to occur at electronic speed. It is likely that such
services will grow very rapidly in the next few years and will replace large areas
of processing that researchers now conduct locally.

5. ADVANCES IN GIS REPRESENTATION

The traditional representations used in GIS were discussed above in Section 2.1.
This section focuses on recent research that has attempted to extend traditional
representations and on the parallel question of uncertainty. In effect, a GIS repre-
sentation is a set of rules for converting aspects of the real world into the language
of computers, which is limited to a two-character alphabet. Standards such as
MP3 provide these rules for other domains such as music; in GIS, raster and
vector approaches provide two general classes of coding schemes, the specific
details determined largely by the GIS developer.
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GIS inherits many of its core concepts from paper maps, and it is still common
for GIS to be explained as a technology for capturing and processing the contents
of maps. But maps impose many restrictions on geographic data that are not
necessary in a digital environment (62). First and perhaps most important, maps
must of necessity be static because once printed it is difficult to modify them,
and it follows that maps tend therefore to capture only what is relatively static
about the Earth’s surface. The potential to incorporate time, to move from a spatial
to a spatiotemporal basis for GIS, has stimulated much research over the years.
Langran (63) reviewed early work on the topic, and Peuquet (64) provides a recent
overview of the methodological basis of space and time. Today, GIS is increasingly
used to store and analyze data on space-time tracks, on events occurring at specific
points in space and time, and on changes through time detected by remote sensing.

A second constraint of paper maps is the inability to handle the third dimension
effectively. In GIS, elevation is often treated as a function of the two horizontal di-
mensions, thus avoiding the need to move to a true three-dimensional approach. But
applications in subsurface geology and hydrology, oceanography, and atmospheric
science all require a full treatment of the third spatial dimension. Substantial effort
has gone into integrating GIS with software for three-dimensional representation,
but for most purposes GIS remains essentially a two-dimensional technology.

5.1. Uncertainty

The real geographic world is infinitely complex and reveals more and more detail
apparently ad infinitum. In some cases the rate at which additional detail is revealed
is predictable with remarkable precision, which led Mandelbrot (65) and others
to propose the concept offractals to describe the behavior of many real-world
phenomena such as coastlines and topography. Today, fractal concepts are widely
used to analyze geographic form and to create realistic simulations of natural
landscapes, trees, and other structures (66).

It follows that no geographic representation can ever be complete, but it must
instead approximate, generalize, or abstract a simpler version than exists in reality.
The differences between a representation and the truth are crucial in many applica-
tions of GIS to environmental management, because they ultimately determine the
uncertainty associated with predictions and decisions. Early research on this topic
focused on the analysis of error by conventional methods (67). But error analysis
assumes the existence of a truth, and it is clear that in many situations there is
no easy way of defining the true value of an item of geographic information. For
example, many if not all of the classifications used for mapping and characterizing
soils, land cover, and vegetation are fundamentally vague, and there is no expecta-
tion that two independent observers would arrive at the same classification. Hence
the termuncertaintyis now more widely used to discuss the differences between
GIS representations and the real world, and between one observer and another.

Extensive research on this topic began in the late 1980s (67), and very sub-
stantial progress has been made. Models now exist to characterize many forms of
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uncertainty and for all of the major types of geographic data. At this time, methods
exist to propagate error and uncertainty from GIS inputs to outputs and hence to
estimate confidence limits on GIS results. Much work has also gone into visu-
alization of uncertainty. Major conferences have been held on the topic. Several
focused on environmental management, and several collections have been pub-
lished (68–71). Zhang & Goodchild (72) provide a recent review of uncertainty,
and Hunsaker et al. (73) address issues of geographic data uncertainty in ecology.
Scale, in the sense of spatial resolution, is treated in much of this literature within
the framework of uncertainty, in the sense that finer resolution reduces uncertainty
about the truth on the ground; a number of texts have addressed scale in GIS from
this perspective (74, 75).

Much of this recent research makes use of the theoretical framework provided
by geostatistics. In this framework a continuous field is conceptualized as a single
realization of a stochastic process; multiple realizations might therefore repre-
sent the differences between repeated measurements, or repeated compilations of
maps, or the uncertainties that exist about true values on the ground. Burrough
& McDonnell (49) provide many examples of the use of geostatistical methods
in environmental modeling using GIS, and for more comprehensive texts on geo-
statistics, see Goovaerts (10) or Isaaks & Srivastava (12). Geostatistical methods
are now widely available in GIS software.

6. CONCLUSION

GIS is now widely accepted as an indispensible tool in environmental management.
Although it is not the only computer application relevant to the field, or even the
only one relevant to geographic data, it is without doubt the dominant application in
the development of environmental policy and in environmental decision making.
Many different GIS products exist from commercial vendors, and several have
been developed by academics, some under the open-source paradigm that permits
free use.

Given the limited space available, this review has provided little more than a
high-level overview of some of the major issues and advances in the use of GIS
for environmental management and in the underlying GIScience. The references
will provide much more extensive and detailed sources of additional information.

Several trends are likely to impact the use of GIS in environmental management
in the near future. One is continuing progress on interoperability and associated
technologies, which will increasingly allow researchers and managers to access and
use distributed data and services in what will eventually become a largely seamless
and global computing environment. Another is mobility and the increasing ability
to process and analyze information in the field, as it is collected. Field information
technologies and field sensors have the potential to revolutionize the practice of
environmental science and management and to make it possible to perform vir-
tually all tasks in the field, in the presence of ground truth. Third, the growing
sophistication and accuracy of environmental models and the increasing ability to
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use them and integrate them into different research and policy environments will
mean that GIS use becomes more and more forward-looking and relevant to the
broader objectives of policy, rather than the narrower objectives of inventory and
description.

The Annual Review of Environment and Resourcesis online at
http://environ.annualreviews.org
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