population change across multiple populations, and asks how large the 'average' change in population size is over time, the latter method simply measures trends in individual populations, and asks whether the ratio of declining populations to increasing populations is significantly different from 1:1. The first method is preferable, because it allows us to assess potential changes in the rate of decline over time, but it requires large sample sizes that were not available for some regions. The second method allowed us to test for declines in those regions with small sample sizes.

\[ \Delta N = N_{t+1} - N_t \]

This method was used to test for trends in the 'global' set, and to test for 'regional' trends in North America and western Europe (including the UK). For 'global' and 'regional' trends we calculated \( \log(N(N+1)) - \log(N+1) = \Delta N \) for successive yearly intervals. For this analysis, only populations having at least two consecutive years of data could be used. We then calculated \( \Delta N = (N_t - N_{t-1})/N_t \) based on all populations \( n \) for which there were data for the time interval \( n \) (in question, because the number of studies increases over time, so does the sample size for \( \Delta N \)). This procedure was repeated for each year from 1950 to 1997, and the annual averages used to compute the cumulative average change, \( \Delta N = \sum \Delta N_t \), from 1950 to 1997. More than 200 western European population time series come from two large studies in Sweden and Switzerland. Analyses of population trends with and without these data indicate they had no qualitative effect on the results.

Visual examination of a plot of \( \Delta N \) for the global set suggests three qualitatively different time periods, corresponding roughly to 1950–1960, 1960–1970, and 1970–1997. To estimate the proportions of global periods, we fitted regression models including dummy (categorical) variables defining the period intervals (for example, period 1: 1950–1960; period 2: 1961–1970, and so on). Changing the beginning and end points for a given period results in a change in model fit, with the best estimate of the switchpoints derived from the model with the lowest residual mean square. The initial switchpoints were selected by examination of the data, with subsequent fitting based on moving the switchpoints forwards and backwards from the initial estimate(s). Model fitting ended when models with switchpoints two years earlier and later than the best model had higher residual mean-square values. Our best-fit model partitioned the global set into three time periods: 1950–1960, 1960–1966 and 1966–1997. The best model for the western European data showed two distinct time periods (1960–1966 and 1966–1997), while the best model for North America showed a single trend from 1960 to 1997.

\( \Delta N \) are summary data. As such, using it as the dependent variable in regression underestimated the true error sums of squares. We have corrected for this by including the error contribution of each \( \Delta N \) (ref. 29), and all significance tests use this true error sum of squares and the corresponding true degrees of freedom.

Proportion of declining populations method
In a second analysis, we evaluated trends in population size over time using the Spearman correlation, the Pearson correlation coefficient and Kendall's \( T \). Irrespective of the test statistic used, results were qualitatively the same. We present our results using Kendall's \( T \) because it avoids some of the assumptions about data distribution. We calculated the correlation (Kendall's \( T \)) between population size and year for each population in a particular geographic region. Populations were then classified as to whether they were declining (negative correlation), increasing (positive correlation) or had no trend (correlation = 0). For a population to show no trend, the correlation must be exactly 0.

A log-linear model was fitted using the independent variables region, trend and their interaction (region * trend). For the 'global' dataset and the three subsets, the Eastern European and African/Middle Eastern regions are presented but not included in the log-linear model; for successive yearly intervals. For this method, results were qualitatively the same. We present our results using Kendall's \( T \), which can conveniently be used to rank different landscapes in terms of their capacity to support viable metapopulations. We present our results using Kendall's \( T \), which can conveniently be used to rank different landscapes in terms of their capacity to support viable metapopulations.
endangered species of butterfly. Using this theory, we may also calculate how the metapopulation capacity is changed by removing habitat fragments from or adding new ones into specific spatial locations, or by changing their areas. The metapopulation capacity should find many applications in metapopulation ecology, landscape ecology and conservation biology.

The most basic aspects of metapopulation persistence in fragmented landscapes have been analysed with simple spatially implicit models, akin to models of infectious disease in homogeneous populations. In the Levins model, assuming that a fraction \( h \) of habitat patches is suitable for occupancy, the equilibrium fraction of occupied patches (out of suitable patches) is given by

\[
p^* = 1 - \frac{\delta}{\hat{f}}
\]

where \( \delta \) is the ratio of the extinction and colonization rate parameters; \( \delta = c/e \) (refs 9 and 12–15). A well known limitation of this and other spatially implicit models is that they cannot be used to analyse explicit spatial patterns. For example, if we assume that colonization is distance-dependent, simulation studies have shown that it makes a big difference to metapopulation persistence whether habitat loss (decreasing value of \( h \)) occurs randomly or non-randomly in space.

A spatially realistic version of the Levins model for a finite number of habitat patches of known areas and spatial locations can be constructed by modelling the rate of change in the probability of patch \( i \) being occupied as

\[
\frac{dp_i(t)}{dt} = (\text{Colonization rate})[1 - p_i(t)] - (\text{Extinction rate})p_i(t)
\]

(2)

The theory developed here is general and not restricted to particular functional forms of the colonization and extinction rates, but for the purpose of illustration we use here specific assumptions that are simple and biologically well justified, namely Extinction rate \( e = c/e \) and Colonization rate \( c = c/e \). Equation (3) thus gives the condition for persistence of a species in a given landscape.

\[
\lambda_M > \delta
\]

(3)

where \( \lambda_M \) is the leading eigenvalue of matrix \( M \). Equation (3) thus gives the condition for persistence of a species in a given landscape.

---

**Figure 1** Change in metapopulation capacity due to removal of a patch or addition of a new patch in a particular spatial location within the existing patch network. Data based on equation (6). a–c. The sizes of the dots (habitat patches) are proportional to the logarithm of patch area (a), patch area (b) and the value of \( \lambda_0 \), (c). The contour lines in (c) indicate the level of increase (decrease) in metapopulation capacity, corresponding to a 30% difference in patch areas, that would result from placing a new patch (removing an existing patch) in a particular location. For the explanation of the circles around patches a–g, see Methods and Fig. 2. d, e. As in (b) and (c), but here the model includes regional stochasticity, implemented as explained in Methods \( (\gamma = 1, \beta = \alpha = 1) \). The tick marks on the contour lines indicate the direction of the slope. \( x \) coordinate, longitude; \( y \) coordinate, latitude.

**Figure 2** The contribution of patch \( i \) to \( \lambda_M \). \( \lambda_M = \hat{\lambda}_M \) calculated for increasingly large regions around patches a–g in Fig. 1b (see Methods). The corresponding pairs of \( \lambda_0 \) and \( \lambda_M \) are shown by dots from left to right, joined by a line for each patch. The broken vertical line gives the threshold condition estimated in Fig. 3, defining the size of the circle around the patch in Fig. 2b.

**Figure 3** Plot of \( \rho^*_0 \) against the logarithm of metapopulation capacity \( \lambda_M \) in 25 real patch networks that are potentially occupied by the Glanville fritillary butterfly \( (Melitaea cinxia) \) in the Åland Islands in southwest Finland. The continuous line is based on the average of the estimated \( \delta \) values for networks with \( \rho^*_0 > 0.3 \). The broken lines give the minimum and maximum estimates, but omitting the two networks yielding the most extreme values.
An analogous threshold condition is well established in epidemiological theory for the spread of an infectious disease, although the epidemiological models are generally structured by factors such as sex or age rather than by the spatial location of populations. The threshold condition has been previously discussed in the context of metapopulation dynamics by Adler and Nürenberger.

We note the structural identity between equations (1) and (4). In the spatially realistic model, $\lambda_M$ plays exactly the same role as $h$, the amount of suitable habitat, plays in the simple Levins model (equation 1), in which all patches are identical and equally connected, and in which the spatial arrangement of patches therefore makes no difference. We term $\lambda_M$ the metapopulation capacity of a fragmented landscape; $\lambda_M$ is a measure that captures the impact of landscape structure—the amount of habitat and its spatial configuration—on metapopulation persistence. $\lambda_M$ has to exceed a threshold value that is set by the properties of the species ($\delta$) for long-term persistence (equation 3). To compute $\lambda_M$ for a particular landscape, only the spatial scale of connectivity (set by the species parameter $\alpha$) and the areas and the spatial locations of the habitat fragments need to be known. For a given landscape, $\lambda_M$ increases with decreasing $\alpha$, because small $\alpha$ strengthens connectivity. When $\alpha$ is very small, patches will contribute to $\lambda_M$ in relation to their areas only. For a given species (constant $\alpha$), $\lambda_M$ allows a straightforward comparison of multiple fragmented landscapes, which can be conveniently ranked in terms of their capacity to support a viable metapopulation. Such comparisons are essential for management-oriented and spatially extended population viability analysis.

The metapopulation capacity is, to a good approximation, a sum of contributions from individual habitat fragments. The contribution of fragment $i$ is given by $\lambda_i = x_i\lambda_M$, where $x_i$ is the $i$th element in the leading eigenvector of matrix $M$ (see Methods). $\lambda_i$ thus measures the significance of habitat fragment $i$ to the threshold condition for metapopulation persistence. Conveniently, we can also assess how adding a new patch with area $A_i$ to a specific location in the landscape would increase $\lambda_M$ (Fig. 1; see Methods).

The above results should find useful applications in the development of algorithms for designing nature reserves, where the spatial dynamics of the focal species in the reserve network have typically not been considered. In the epidemiological context, $\lambda_i$ gives the contribution of the given group of individuals to the spread of the disease, and could thus be used to rank, for example, vaccination scenarios. However, it is necessary to pay close attention to what $\lambda_i$ really measures—the contribution of fragment $i$ to $\lambda_M$ at the threshold for deterministic persistence. In a large network with aggregated distribution of habitat patches, one particular cluster of patches will be the stronghold for the metapopulation in the entire network, and hence the properties of this cluster will largely set the threshold condition. The spatially more localized significance of individual patches can be examined by, for example, calculating the $\lambda_M$ and $\lambda_i$ values for smaller and larger regions around each patch (Fig. 2; see Methods). Patches that are located in the less significant patch clusters from the viewpoint of metapopulation persistence in the entire network may nonetheless have substantial significance in their own neighbourhood (for example, patches e and f in Figs 1 and 2). It is also possible to define and compute measures related to $\lambda_M$ that characterize the impact of landscape structure on metapopulation invasion or on metapopulation size rather than on metapopulation persistence (O.O. & I. H., manuscript in preparation).

We now return to the nature of the weighted average of patch occupancy probabilities in equation (4). This equation is obtained when the $p_i^*$ values are weighted by the relative contributions of the habitat fragments to metapopulation capacity, that is, $p_i^* = \lambda_i p_i^*/\lambda_M$. Thus $p_i^*$ gives the fraction of $\lambda_M$ that is ‘used’ by the species at equilibrium. Following the general notion that the threshold condition for persistence of a consumer is given by the amount of unused limiting resource at equilibrium, we can calculate the threshold value of $\lambda_M$ for metapopulation persistence as $\delta = \lambda_M(1 - p_1^*)$, which gives a heuristic derivation of equation (4).

As an example, Fig. 3 shows $p_i^*$ against $\lambda_M$ for 25 real patch networks potentially occupied by the Glanville fritillary butterfly (Melitaea cinxia) in the Åland Islands in southwest Finland. Using the formula $\delta = \lambda_M(1 - p_1^*)$, the threshold value was estimated for networks with $p_1^* > 0.3$ (see Methods). The average value of these relatively independent estimates predicts well the absence or near absence of the species in the remaining networks (continuous line in Fig. 3).

Our model can also be used to examine the consequences of habitat loss on metapopulation persistence. Let $p_1^*$ be the average patch occupancy probability weighted by patch area. $p_1^*$ gives a reasonably good approximation of $p_1^*$, though it tends to give an overestimate (O.O. & I. H., manuscript in preparation). The exact value of $p_1^*$ can be calculated by first solving the values of $p_1^*$ by iteration. If $h$, the fraction of the pooled habitat area that remains suitable for occupation, the fraction of unused habitat (out of the original amount of habitat) at equilibrium is given by

$$\text{Amount of empty habitat} = h_i(1-p_1^*) \approx \frac{h_i \delta}{\lambda_M} \quad (5)$$

(assuming that $p_1^* \approx p_1^*$). In the Levins model the amount of empty habitat remains constant for $h > \delta$ (see equation (1) and refs 9, 12 and 14). This is approximately so in the present model if habitat loss is random, in which case $\lambda_M$ decreases roughly in proportion to the decrease in the amount of suitable habitat, $h_i$ (Fig. 4b). In contrast, if habitat is lost in large blocks, $\lambda_M$ decreases initially less than in proportion to the decrease in $h_i$, as metapopulation dynamics in the remaining habitat are affected relatively little (Fig. 4d). Therefore, such non-random loss of habitat is less detrimental to metapopulation...
The colonization rate is given as a sum of contributions from the existing populations, parameterized in a function of the inverse of patch area, \( \alpha_i \), because large patches tend to have large expected population sizes and because extinction risk scales roughly as the inverse of the area. The term takes into account the fact that if extinctions are caused by regional stochasticity, the probabilities of patches and \( j \) being empty become increasingly positively correlated. In addition, a negative correlation increasing \( \lambda_{in} \) may emerge if there exists an interaction between habitat quality and regional stochasticity (different patches are 'good' and 'bad' in different years).

**Relative patch values**

The contribution of patch \( i \) to \( \lambda_{in} \) can be closely approximated by \( \lambda_i \approx \lambda_0, 1 - \exp(1/p_i(t)) \), because immigration to patch \( i \) is expected to increase with the number of neighbouring populations, with their sizes as reflected by the respective patch areas, and with their decreasing distances to the focal patch and increasing incidences of occupancy.

**Variation in patch quality and regional stochasticity**

Instead of using patch area as a surrogate of expected population size, patch areas may be corrected, given sufficient information, for spatially varying habitat quality. Also, a simple but effective way of incorporating the consequences of regional stochasticity (spatially correlated environmental stochasticity) into the model is to replace the term \( p_i(t) \) in the expression for colonization rate of patch \( i \) with a term such as \( (1-\exp(-\lambda_0/D_{ik}) p_i(t) \). This term takes into account the fact that if extinctions are caused by regional stochasticity, the probabilities of \( j \) and \( k \) being empty become increasingly positively correlated. In addition, a negative correlation increasing \( \lambda_{in} \) may emerge if there exists an interaction between habitat quality and regional stochasticity (different patches are 'good' and 'bad' in different years).

**Parameter estimation**

For a metapopulation at stochastic steady state, the model can be parameterized using the formula \( \delta = \lambda_{in}(1-p_i(n)) \). In the example in Fig. 3, the value of \( p_i \) was calculated based on patch areas, spatial locations and the occurrence of the butterfly in the patches in 1993, the last providing (rough) empirical estimates of the \( p_i \) values. Only networks in the western Åland were included (network mid-point west of the longitude 310400 in the Finnish Uniform Coordinate System), as our previous analyses have indicated that many metapopulations in the eastern Åland were either severely out of the steady state or there are some environmental differences influencing patch occupancy. For calculating \( \lambda_{in} \), the value of \( \alpha = 1 \) was used, as estimated in mark–release–recapture studies.
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